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Abstract—Leveraging emerging edge computing and 5G networks, researchers proposed to offload the 3D rendering of interactive

multimedia applications (e.g., virtual reality and cloud gaming) onto edge servers. For high resource utilization, multiple rendering tasks

run in the same GPU server and compete against each other for the computation resource. Each task has its requirement for

performance, i.e., QoS target. A significant problem is how to schedule tasks so that each preset QoS is met and the performance of all

tasks are maximized. We make the following contributions. First, we formulate the problem into a QoS constrained max-min utility

problem. Second, we find that using the common natural logarithm as a utility function overly promotes one performance but demotes

another. To avoid this phenomenon, we design a special utility function. Third, we propose an efficient scheduling algorithm, consisting

of a resolution adjustment algorithm and a frame rate fair scheduling algorithm, both of which interact with each other. The former

selects resolutions for tasks and the latter decides which task to process. We evaluate our method with actual rendering data, and the

simulations demonstrate that our method can effectively improve task performance as well as satisfy QoS simultaneously.

Index Terms—Edge computing, task scheduling, remote rendering

Ç

1 INTRODUCTION

EDGE computing emerges as localized clouds [1], [2]. Due
to the proximity to users, it can achieve a low response

time. Cloud-based interactive multimedia applications,
such as virtual reality and cloud gaming [3], leverage cloud
resources to process their computation-intensive workloads,
so as to remove powerful and expensive hardware from
user devices and lead to lightweight clients. Pioneering

commercial applications include OnLive [4], GeForce Now
[5], CloudXR [6] etc.However, these interactive applications
need high-throughput and low-latency internet connec-
tions, which are challenging for users due to the long dis-
tance from data centers. A promising solution to overcome
this is leveraging emerging mobile edge computing. More
specifically, edge-assisted interactive applications offload
computation-intensive 3D rendering onto GPU-based infra-
structures in mobile edge computing and stream edge-ren-
dered visuals to end users over 5G connections, as
proposed in [7], [8]. As such, the proximity to end users can
greatly reduce latency.

As shown in Fig. 1, an edge-assisted interactive applica-
tion is composed of three parts distributed in different loca-
tions: the application logic running in a cloud server, the
rendering engine running in an edge server, and the display
and control component running in a user device. The three
components interact with each other. Specifically, the ren-
dering engine receives rendering commands from the appli-
cation logic, executes them, and transfers the rendered
frames to the user device. The user device generates control
commands, transfer them back to the cloud server and let it
update the application logic.

For edge-assisted interactive applications, an edge com-
puting provider supplies infrastructure resources and ren-
dering services to users. The provider makes a service level
agreement (SLA) with a user, specifying quality of service
(QoS) targets and economical penalties associated with SLA
violations. For interactive applications, the performance
which concerns us includes resolution, frame interval/rate,
and latency. We set QoS targets by defining requirements
for each performance.
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To improve resource utilization, multiple rendering tasks
coexist on an edge server and share a common processor,
each supplying a rendering service for one interactive appli-
cation. They compete against each other for the computa-
tion resource. Thus, a QoS-aware rendering task scheduling
problem arises, that is how to schedule rendering tasks so
that all tasks could receive good performance and fulfill
QoS targets at the same time.

Given a set of rendering tasks assigned on a server and a
set of resolutions to use, when the server is available, two
decisions have to be made in scheduling: 1) which task to
schedule; 2) which resolution to use for rendering. Making
these decisions is complicated, with the ultimate goal being
to deliver the best possible rendered frames to each user
promptly. For one thing, user requirements must be met;
for another, if abundant resource is available, we need to
make good use of that to maximize user satisfaction.

Naively scheduling in a round robin manner using fixed
resolutions leads to a fixed frame rate for all tasks, as they
will be executed at the same frequency. This may achieve
neither of the objectives mentioned above, because different
users may have different frame rate requirements, and it
cannot make good use of abundant computation resource
as well. Furthermore, promoting resolutions increases both
processing time and transmission time, and aggressively
promoting may violate latency requirements. As such, the
scheduling algorithm must consider the trade-offs between
each pair of performance and try to make optimal choices.
Different from traditional scheduling problems, the biggest
challenge in our problem is to achieve a balance between
multiple distinctive performance metrics, under hard con-
straints over resolution, frame interval, and latency that
guarantee interactivity.

Overall, in this paperwemake the following contributions:

� We formulate the QoS-aware rendering task sched-
uling problem into a QoS constrained max-min util-
ity problem.

� With the natural logarithm as a utility function, we
find that it overly promotes one performance but
demotes another. To achieve multiple QoS targets at
the same time, we design a special utility function.

� We propose an algorithm to address the scheduling
problem. It is composed of a resolution adjustment
(RA) algorithm and a frame rate fair (FRF) schedul-
ing algorithm, both of which interact with each
other. The former selects resolutions for tasks intelli-
gently, and the latter decides which task to process.

To evaluate our method practically, we produce simula-
tion environments using actual rendering data. We compare
our method with several classical scheduling algorithms.
Our simulations demonstrate that our method performs bet-
ter than the others under various computing loads. It can
effectively improve task performance and satisfy QoS tar-
gets simultaneously.

The rest of this paper is organized as follows. Section 2
introduces the related works. Section 3 presents an over-
view of edge 3D rendering. Section 4 discusses quality of
service and task assignment. Section 5 presents the formula-
tion of the QoS-aware rendering task scheduling problem.
Section 6 presents our algorithm. In Section 7, we introduce
simulation setup. In Section 8, we present simulation and
performance evaluation. Section 9 concludes the paper.

2 RELATED WORK

We review the existing works related to our problem, and
categorize them into two groups as follows.

2.1 Resource Management

This is an active research field in resource-sharing systems.
Existing works [9], [10] pack tasks to machines based on
their requirements of all resource types. Li et al. in [11] pro-
posed an algorithm for allocating requests to servers in
order to minimize response time and maximize the profit of
service providers. Li et al. in [12], [13] investigated workflow
scheduling problems in cloud systems. Ren et al. in [14] pro-
posed a dependent task offloading framework for multiple
mobile applications, and in [15] they studied a distributed
computation offloading problem with delay constraints for
edge computing. Cao et al. in [16] optimized response time
of interactive mobile applications using intelligent computa-
tion offloading. These task assignment/offloading problems
allocate a given set of tasks (dependent or not) onto a set of
cloud/edge nodes to minimize job completion time, mini-
mize resource consumption or maximize profit. After task
assignment/offloading, multiple tasks may coexist on a
server and share the same processor (GPU/CPU). How to
schedule such concurrent tasks is addressed in this paper.
Some works propose algorithms to schedule multiple appli-
cations to share the same GPU to improve GPU utilization
[17]. However, they do not consider the user-defined perfor-
mance requirements for individual applications, like the
QoS requirements in our work. Zhang et al. in [18] proposed
a task assignment system GCloud to assign cloud gaming
tasks to machines. Zhang et al. in [19], [20] proposed virtual-
ized GPU scheduling algorithms to meet the required fram-
erate and maximize GPU usage for cloud gaming. They do
not consider resolution optimization and the impact of net-
work transmission as in our work. Scheduling data process-
ing jobs on distributed compute clusters is another active
research field, whose goal is usually to minimize average
job completion time [21], [22]. Our work maximizes user

Fig. 1. The architecture of edge 3D rendering.
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satisfaction, which includes frame rate and resolution, and
minimizing job completion time only affects frame rate.

2.2 Remote Rendering

Several commercial cloud gaming platforms have launched
recently, such as OnLive [4], GeForce Now [5], Stadia [23],
CloudXR [6] etc. These services need high-throughput and
low-latency internet connections, which is hard to ensure. A
promising solution is to leverage emerging edge computing
close to users. Researchers have proposed some prototype
systems, such as the edge-assisted VR gaming in [24] and
the AR application in [25]. However, they did not consider
frame-by-frame GPU scheduling like what we proposed.
For edge-assisted or cloud-assisted interactive applications,
to improve the quality of experience (QoE) of users and
reduce latency, lots of techniques have been proposed from
different perspectives. Liu et al. in [26] proposed a parallel
rendering and streaming mechanism to reduce the stream-
ing latency, and a remote VSync driven rendering technique
to minimize display latency in remote rendering. Liao et al.
in [27] proposed to use compression techniques to save
bandwidth for transmitting rendering commands and
geometry data. Zhang et al. in [7] proposed a bitrate control
algorithm which determines the compression parameters
according to network dynamics. Different from these works,
we improve performance by determining frame rate and
resolution before rendering and encoding.

3 SYSTEM MODEL

Edge 3D rendering plays an important role in emerging
interactive applications, such as AR/VR and video gaming.
As shown in Fig. 1, a system may consist of cloud servers,
edge servers and user devices. Cloud servers host the core
logic of an application; edge servers provide rendering and
encoding; user devices provide decoding and displaying.
An information loop forms among them. Cloud servers gen-
erate rendering commands (which manipulate geometric
objects to generate video scenes as discussed in [27]) and
transfer them to edge servers; edge servers produce frames
and transfer them to user devices; user devices generate
control commands, transfer them backward to cloud servers
and let the latter update the application logic. It is noted that
the application logic may be offloaded to edge servers as
well. The rendering task scheduling problem is the same in
that situation.

Interactive applications are greatly different from tradi-
tional ones like video streaming. In the latter, there is no
interaction between a user and a video, and the user is inter-
ested in all the frames. Thus, the rendering engine queues
and processes all the rendering commands, and the frames
can be cached on the user device if not viewed immediately.
However, in the former, an application has an internal state.
The user actively changes the state by providing input, and
immediately observes the state via rendered frames. The
user is only interested in the latest state resulting from the
latest input, and previous states can be discarded if their
frames cannot be rendered in time. As a result, the engine
only processes the latest rendering command which over-
rides any previous unprocessed commands. In this paper,
we only focus on the interactive case.

For edge-assisted interactive applications, an edge com-
puting provider supplies infrastructure resources and ren-
dering services to users. When a user plans to offload its
rendering task, it states resource demand. Then, the user
and the provider make a service level agreement on the
quality of service (QoS). If the agreed QoS is not met, then
the customer may ask for a refund from the provider.

For a rendering task, once its resource demand and QoS
are set, the provider will assign it to an edge server. To
improve the resource utilization of servers, multiple tasks
may coexist on a server. The running of each task is orches-
trated by a scheduler to achieve each preset QoS. We will
discuss QoS and task assignment in the following section.
The scheduling problem will be formulated in Section 5.

4 QOS AND TASK ASSIGNMENT

4.1 Quality of Service

We first discuss the QoS for interactive applications. Resolu-
tion and frame rate are two common key concerns of video
applications. Thus, we consider them in QoS. High resolu-
tion leads to better image quality, and a high frame rate is
required for smooth user interaction. Furthermore, latency
is critical for the user experiences of interactive applications,
such as AR and VR [28], [29]. Low latency is required to
ensure responsiveness for user interactions. In this paper,
we only consider the latency relevant to rendering schedul-
ing, that is the latency from the time when a rendering com-
mand arrives at the system to the time when a user receives
the associated rendered frame. These factors, resolution,
frame rate, and latency, play important roles in interactive
applications as discussed in [7].

There is a trade-off between resolution and latency. High
resolution leads to long rendering time and transmission
time, both resulting in long latency. Also, there is a trade-off
between resolution and frame rate. High resolution leads to
low-frequency scheduling and thus a low frame rate.

The requirements for these performance (resolution,
frame rate, and latency) constitute a set of QoS targets. The
trade-offs mentioned above should be considered in defin-
ing a set of QoS targets. Otherwise, the requirements may
be unmet. A problem arises, that is how to define QoS tar-
gets. An in-depth investigation of this problem depends on
implementation details of the system and pricing model
[30], [31]. It is independent of the rendering scheduling
problem and thus is beyond the scope of this paper.

4.2 Task Assignment

For a task, given its demand for resources, such as network
bandwidth, GPU/CPU memory, GPU/CPU type, GPU/
CPU amount, storage etc., the task will be assigned on a
server with sufficient resources such that its demand is met.
To improve the resource utilization of edge servers, multi-
ple tasks may be assigned on a server, if the total demand
does not exceed the server capacity. The rendering task
assignment problem can be formulated as a multi-dimen-
sional bin packing problem. Existing algorithms [9], [10],
[18] can solve the problem. However, multiple rendering
tasks may share resources and assigning them together can
reduce resource consumption. In our previous work [32],
we considered resource sharing among rendering tasks and
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proposed a sharing-aware offloading algorithm to reduce
resource consumption.

5 FORMULATION OF TASK SCHEDULING

For a task, we introduce a utility function to quantify its per-
formance. Since there aremultiple tasks to optimize, wemax-
imize the minimum utility among them. The rationale of this
max-min formulation is to try our best to satisfy the require-
ments of all users and provides extra performance (e.g., bet-
ter frame quality) if computation resource is abundant.

Here we give a quick overview of the task scheduling
formulation, which will then be detailed in the following
sections. Given n rendering tasks fs1; s2 . . . sng, each task is
constantly receiving rendering commands from the servers
that host the application logic (see Fig. 1), and denote oik as
the kth command received by si. The execution of oik consti-
tutes a rendering command execution task, aka RCE-task,
denoted as ôik, which when finished will result in an image
sent to the user. Note that a rendering task only caches the
latest command, so if the execution of oik does not begin
before oi;kþ1 arrives, oik will be discarded. This is due to the
nature of interactive applications where users always want
to see the latest response to their input, and if previous
responses are shown then the application will appear lag-
ging. If the RCE-tasks belonging to si are executed very fre-
quently in high resolution, then the user served by si will
experience high frame rate and best image quality, which is
desirable. However, it is at the cost of the experience of
other users due to the limited computation resources. Our
goal is to schedule and execute the RCE-tasks fôikg so that
all QoS requirements (resolution, frame rate and latency)
are satisfied and the utility function that measures user
experience is maximized.

Formally, we would like to find an order to execute the
RCE-tasks, Ô ¼ ½ôi1k1 ; ôi2k2 ; . . . ; ôiNkN �, where ôitkt is the
RCE-task for the ktth command of the rendering task skt . To
execute the RCE-tasks, We also need to select a resolution
ritkt for each RCE-task ôitkt . Executing all the RCE-tasks in
the given order using the selected resolutions will lead to
different average resolution, frame rate and latency for dif-
ferent rendering tasks, and these performance metrics are
combined into a utility function, optimized under con-
straints specified by QoS requirements.

5.1 QoS Constrained Max-Min Utility Problem

In this section, we first define the utility function for a ren-
dering task and then present the formulation that maxi-
mizes the total utility of all rendering tasks. For a rendering
task, given its required resolution rmin and the achieved one
r (that is, the rendering commands of this task are executed
using resolution r), we formulate its performance as uð r

rmin
Þ,

where uðxÞ is a concave nondecreasing utility function. It is
positive if x is larger than one and negative otherwise. Simi-
larly, for the maximum tolerable latency dmax, we formulate
the performance to be uðdmax

d Þ. However, for the minimum
required frame rate fmin, we use its reciprocal, namely,
frame interval hmax ¼ 1

fmin
, to measure the performance.

Frame interval is the time elapsed between two consecutive
frames, and frame rate is a statistic over a period of time.
The former is a stronger requirement, in that a constant

frame interval guarantees an even distribution of received
frames over time but a constant frame rate does not. So for
the frame rate requirement, the performance measurement
is uðhmax

h Þ, where h is the measured frame interval. The over-
all performance as a weighted sum

uðr; h; dÞ ¼ uru

�
r

rmin

�
þ uhu

�
hmax

h

�
þ udu

�
dmax

d

�
; (1)

where ur, uh and ud are the weights for balancing each kind
of performance. They are all nonnegative and summed to 1.

We now discuss how to compute the utility for a render-
ing task after all of its rendering commands have been exe-
cuted. Given the order of RCE-tasks Ô ¼ ½ôi1k1 ; . . . ; ôiNkN �,
we can execute them one by one. After each execution, a
frame is produced, which is then encoded and transmitted.
However, during encoding or transmission, congestion may
happen and the frame may be dropped, so the frame is not
received by the user and does not contribute to the user
experience (and therefore the utility). To focus only on the
effective RCE-tasks, for a rendering task si, we define a sub-
sequence of Ô whose resulted frames are all received by the
user as Ôi ¼ ½ôitkt 2 Ôjit ¼ i ^ ritkt ¼ 1�, where ritkt ¼ 1 if
the frame obtained by executing ôitkt is successfully received
by the user, and 0 otherwise. For simplicity we redefine the
indices of Ôi and denote it by Ôi ¼ ½ôi1; ôi2; . . . ; ôi;mi

�, where
ôij represents the RCE-task for the jth executed command of
task si and whose frame is received by the user. We take
these user-received frames to evaluate performance. To exe-
cute ôij, a resolution rij is selected, and after its execution,
frame interval hij and latency dij are obtained. An instant
utility can be got from (1), that is uðrij; hij; dijÞ. The utility of
a task is defined as the average utility of all commands exe-
cuted, denoted by ui, that is

ui ¼ 1

mi

Xmi

j¼1
uðrij; hij; dijÞ: (2)

However, this utility function does not consider fluctua-
tions in frame intervals which may lead to negative impact
on user experience. To take that into account, we add a pen-
alty term vi related to the variance of the frame intervals,
discussed in Section 5.3, into the utility function and define
the final utility as follows:

~ui ¼ ui � fvi; (3)

where f is a weight parameter. Note that ui and ~ui are both
utility functions, and by default we refer to ~ui, unless stated
otherwise.

Our problem is formulated as

maximize mini¼1...n ~ui (4a)

subject to
1

mi

Xmi

j¼1
rij � rimin 8i ¼ 1 . . .n (4b)

1

mi

Xmi

j¼1
hij � hi

max 8i ¼ 1 . . .n (4c)

1

mi

Xmi

j¼1
dij � dimax 8i ¼ 1 . . .n; (4d)
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where rimin, h
i
max, and dimax denote the required resolution,

the maximum tolerable frame interval, and the maximum
tolerable latency for task si respectively. The three con-
straints in the above formulation ensure the average perfor-
mance of each kind. For a problem (4) and a scheduling
policy, if all three constraints are satisfied, we say QoS satis-
faction; otherwise, we say QoS violation. It is noted that we
not only formulate latency in the objective but also limit it
in the constraints. The reason is that for interactive applica-
tions which require immediate response to user input, a
hard limit exists for latency.

5.2 Definition of u(x)

One might take the natural logarithm log ðxÞ as utility func-
tion and formulate the overall performance as

urlog

�
r

rmin

�
þ uhlog

�
hmax

h

�
þ udlog

�
dmax

d

�
: (5)

However, this may cause an incentive to overly promote
one performance but demote another. We take an example
to illustrate this. We consider the objective which contains

only two terms 1
2 log ð r

rmin
Þ þ 1

2 log ðhmax
h Þ, where resolution r is

chosen from {1920�1080, 2560�1440, 3840�2160} and frame

interval h is chosen from { 118 s,
1
24 s,

1
30 s,

1
60 s}, corresponding

to 18, 24 , 30 and 60 frame-per-second (FPS). Let rmin be

1920�1080 and the required frame rate be 30 FPS. We then
illustrate all cases in Fig. 2a. It is shown that promoting reso-

lution (to 2560�1440 or 3840�2160) but demoting frame rate

(to 18 or 24 FPS) result in positive values, which is better

than satisfying both.
In order to avoid the above issue, we must find a utility

function such that uðr; h; dÞ � 0 only if all three kinds of per-
formance requirements are satisfied, that is r

rmin
� 1, hmax

h � 1,
and dmax

d � 1 are met simultaneously. To this end, we define
a utility function as follows:

uðxÞ ¼ 1� e1�x; x � 1;

log ðxÞ � a; x < 1;

�
(6)

where a is a nonnegative constant adjusted for penalizing.
When x > 1, uðxÞ is in ð0; 1�; when x ¼ 1, uðxÞ ¼ 0; when
x < 1, uðxÞ is in ½�1;�aÞ. This is illustrated in Fig. 3.

This utility function has several advantages over log ðxÞ.
First, it is upper bounded by one rather than increasing to
infinity. This is helpful when balancing the trade-off among

the three kinds of performance. Second, the function has
two pieces and the negative piece can be adjusted separately
to bring a sufficient penalty for any performance violation.
In the other words, parameter a can be set carefully so that
if any kind of performance is violated then uðr; h; dÞ < 0
holds. This is stated in the following theorem.

It is noted that we can set the same a for those three func-
tions uð r

rmin
Þ, uðhmax

h Þ, and uðdmax
d Þ, but this setting is not tight.

Instead, we set a separately and denote them by ar, ah and
ad respectively.

Theorem 1. For all r, h and d, uðr; h; dÞ � 0 only if all three
kinds of performance requirements are satisfied, if and only if
the penalty parameter a in the utility function (6) satisfies the
following constraint:

ar � sðurÞ;ah � sðuhÞ; and ad � sðudÞ; (7)

where

sðuÞ ¼
1�u
u
; u 6¼ 0;

0; u ¼ 0:

�
(8)

This can be expressed using logical connectives as follows:

8r8h8d uðr; h; dÞ � 0! r
rmin
� 1 ^ hmax

h � 1 ^ dmax
d � 1

� �� �
$$ ar � sðurÞ ^ ah � sðuhÞ ^ ad � sðudÞð Þ: (9)

Proof. The theorem is logically equivalent to

8r8h8d r
rmin

< 1 _ hmax
h < 1 _ dmax

d < 1
� �

! uðr; h; dÞ < 0
� �

$$ ar � sðurÞ ^ ah � sðuhÞ ^ ad � sðudÞð Þ: (10)

We prove the forward implication first.
The proof idea is to suppose a combination ðr; h; dÞ

makes the disjunction r
rmin

< 1__ hmax
h < 1__ dmax

d < 1 true,

then uðr; h; dÞ < 0, which implies that 0 is an upper

bound of uðr; h; dÞ. We find the supremum of uðr; h; dÞ,
then we have the supremum must not be greater than 0

and get the conclusion. There are 23 � 1 ¼ 7 kinds of

assignment to ðr; h; dÞwhich makes the disjunction r
rmin

<

1__ hmax
h < 1__ dmax

d < 1 true. Each corresponds to a

supremum.
Suppose ur 6¼ 0 and the resolution requirement is vio-

lated, that is r
rmin

< 1, but the other two performance
requirements are met, that is hmax

h � 1 and dmax
d � 1. At this

time, the supremum of uð r
rmin
Þ is �ar, but the supremum

of both uðhmax
h Þ and uðdmax

d Þ is 1. Then, we have the
supremum of the weighted sum uðr; h; dÞ is �urar þ uh þ
ud. As mentioned above, at this situation 0 is an upper

bound of uðr; h; dÞ. Thus, the supremummust satisfy

Fig. 2. The comparison between two forms of utility function, where rmin

is 1920� 1080 and hmax is 1
30 s. Marker size is proportional to absolute

value. (a) 1
2 log ð r

rmin
Þ þ 1

2 log ðhmax
h Þ; (b) 1

2uð r
rmin
Þ þ 1

2 uðhmax
h Þ, where uðxÞ is

defined in (6) with ar ¼ ah ¼ 1.

Fig. 3. The utility function uðxÞ (with a as 1) versus the natural logarithm.
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�urar þ uh þ ud � 0; (11)

and we get

ar � 1� ur

ur
when ur 6¼ 0: (12)

Similarly, suppose only frame interval requirement is
violated, we get

ah � 1� uh

uh
when uh 6¼ 0: (13)

Moreover, suppose only latency requirement is violated,
we get

ad � 1� ud

ud
when ud 6¼ 0: (14)

Note that the other four kinds of assignment such that
the disjunction r

rmin
< 1__ hmax

h < 1__ dmax
d < 1 are not

needed to analyze because the resulted supremum val-
ues are lower than the above three. Putting them
together, we have proved the forward implication in
(10). The converse can also be easily proved. tu
For example, when ur ¼ uh ¼ 1=2 and ud ¼ 0, we set ar ¼

ah ¼ 1 according to Theorem 1. As illustrated in Fig. 2b,
once hmax

h < 1, the value of 1
2uð r

rmin
Þ þ 1

2 uðhmax
h Þ becomes

negative.

5.3 Penalty of Frame Interval’s Variation

As mentioned before, the variation in the frame interval also
has a significant impact on user experience. For a sequence
of received frames, the less volatile the frame interval is, the
better the user experience. A sudden increase in frame inter-
val may interrupt user interactions. We use the relative stan-
dard deviation (RSD), which is the ratio of standard
deviation to mean, to formulate the variation.

For task si, suppose a sequence of mi frames are received
by the user side, let hij denote the instant frame interval
after receiving the jth frame. Then the mean of frame inter-
val for task si is

EðhÞi ¼
1

mi

Xmi

j¼1
hij; (15)

and the mean of frame interval square is

Eðh2Þi ¼
1

mi

Xmi

j¼1
h2
ij: (16)

Let vi denote the relative standard deviation (RSD) of frame
interval for task si, then we have

vi ¼ StdðhÞi
EðhÞi

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eðh2Þi �EðhÞ2i

q
EðhÞi

: (17)

With the penalty included, the performance becomes (3).

6 SCHEDULING ALGORITHM

We propose an algorithm to address the scheduling prob-
lem. As illustrated in Fig. 4, it is composed of a resolution
adjustment (RA) algorithm and a frame rate fair (FRF)

scheduling algorithm. The former selects resolutions for
tasks, and the latter decides the order of tasks to schedule,
which is called scheduling sequence. Once a server is avail-
able, the processor executes rendering commands in the
order of scheduling sequence, with the resolution arrange-
ment determined by the RA algorithm. After many rounds
of command executions, the utility is evaluated and fed
back to the RA algorithm, which decides how to update the
resolution arrangement. The resolution arrangement also
affects the FRF scheduling algorithm since one of the algo-
rithm’s inputs is the average processing time per command
for each task, which is proportional to resolution. The FRF
scheduling algorithm further consists of two sub-algo-
rithms: weighted max-min frame rate algorithm and sched-
uling sequence algorithm. They are called in sequence,
where the former gets a scheduling frequency vector ff (the
number of command executions per time unit for each task
) and then the latter gets a scheduling sequence vector SS.

6.1 Resolution Adjustment Algorithm

For each task, a set of k resolutions could be used. A low res-
olution may not meet the resolution requirement, while a
high resolution may lead to long processing time and trans-
mission time, further results in long latency and may violate
the latency constraint. Thus, when there is a single task, its
utility is a concave function of resolution. However, when
multiple tasks contend against each other, how an individ-
ual resolution decision affects the final utility (which is the
minimum over all tasks) is complicated.

Given n tasks and k resolutions, each task chooses a reso-
lution, and we can get nk permutations, each representing a
resolution arrangement. A naive way is to try all of them
and select the best one. However, it takes OðnkÞ rounds.
Moreover, trying out too many bad arrangements degrade
overall performance. To address these issues, we start from
an initial arrangement and gradually elevate it until the
overall utility does not improve anymore, so as to avoid bad
arrangements as much as possible.

For such an algorithm, three design issues matter. The
first is the initial resolution; the second is how to elevate a
resolution arrangement; the third is the convergence condi-
tion. We discuss each of them in the following. The initial
resolution for each task should be the resolution requested
by the user, using which can meet the resolution require-
ment. When computation resource is abundant, promoting

Fig. 4. The framework of our algorithm.
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resolution for some tasks may improve the overall perfor-
mance. Among all tasks, the task with the lowest utility
should be favored as it limits the overall performance.
Thus, we elevate a resolution arrangement by promoting
the resolution of the worst-performing task by one level.
We keep raising resolutions until the overall utility drops
due to insufficient computation resource, when the algo-
rithm is deemed to be converged. However, the random-
ness in the running system may result in performance
fluctuation, which may mislead the algorithm into making
premature convergence. To tolerate this uncertainty, we
only allow a significant utility reduction to trigger conver-
gence. Note that the trial should continue when the utility
has no change, since ties may exist and in that situation pro-
moting a single resolution may not improve the minimum
performance but promoting all resolutions can.

Another critical question is when to adjust resolution. To
evaluate the performance of a resolution arrangement as
accurately as possible, we have to maintain each resolution
arrangement long enough before changing it. Besides, video
encoding complicates the question a bit. The rendered
frames are usually encoded in groups of pictures (GOP).
Each GOP includes an intra-coded frame, which is encoded
independently, and many inter-coded frames, which are
encoded depending on the previous frames in the same
GOP. For a group of pictures, the same resolution should be
used. Otherwise, normal video encoding techniques (e.g.,
H.264, MPEG-4, etc.) cannot support. Thus, for each task,
only when a GOP finishes, can its resolution be adjusted.
Taking the above two aspects into consideration, a resolu-
tion adjustment is initiated when two conditions are met
simultaneously: 1) enough time has passed since the last
adjustment; 2) a GOP has finished encoding for the task to
adjust. In our simulation later, the GOP length is 64 frames,
and the resolution maintaining time is set to the time for
rendering 1024 frames, which is counted over all tasks.

We present the resolution adjustment algorithm in Algo-
rithm 1. Let rr denote the resolution arrangement set cur-
rently, which is a vector, each element of whom is a
resolution for a task. Our algorithm starts from the initial
arrangement rrmin (the required resolutions) and runs itera-
tively. As mentioned above, each iteration is initiated by
two conditions. In each iteration, we first get the task which
initiates this iteration, say sk (line 5), since only this task has
an opportunity to adjust its resolution in this round. Next,
we compute the average utility ~ui for every task since the
last resolution adjustment (i.e., the last change of rr) accord-
ing to (3), as well as the overall utility ~u (line 6). Actually, ~u
is a performance measurement of the current resolution
arrangement rr. If the algorithm has been deemed to be con-
verged, then we recover the resolution of the initiation task
according to the best solution found so far (denoted by rr�)
(lines 7-8). Otherwise, if the initiation task sk gets the least
utility, then we decide whether to elevate rr or terminate
(lines 9-23). It is noted that if the initiation task does not
lead to the least utility, then we are not about to promote its
resolution, since the promotion is unable to improve the
least utility.

Specifically, the algorithm in lines 9-23 proceeds in three
steps. First, we record the best solution found so far in order
to recover it when necessary (lines 10-14), where ~u� and rr�

are the maximum utility and the best resolution arrange-
ment found so far respectively. Second, we elevate rr by pro-
moting the initiation task sk’s resolution by one level, if the
following three conditions are satisfied simultaneously: 1) ~u
does not drop significantly relative to ~u� (i.e., ~u � ~u� � �,
where � � 0); 2) with the current resolution arrangement rr,
all the constraints (4b)-(4d) are met; 3) the task sk’s resolu-
tion still has room to increase (lines 15-18). Here, the param-
eter � serves as a margin, which prevents the algorithm
from converging prematurely due to fluctuations in utility.
It is noticed that in evaluating the constraints (4b)-(4d) we
compute the average performance for the commands proc-
essed with the current resolution configuration rr. Finally,
the algorithm converges otherwise. At this situation, we
recover the best solution found before (lines 19-22).

Algorithm 1. Resolution Adjustment Algorithm

1: Initialize converged False
2: Initialize rr rrmin

3: Initialize rr�  null; ~u�  �1
4: while resolution adjustment is initiated by a task do
5: Get the initiation task sk
6: Get f~ui; 8ig and ~u mini¼1;...;n~ui

7: if converged ¼ True then
8: Recover the resolution of sk according to rr�

9: else if k ¼ argmini¼1;...;n~ui then
10: Record the best solution found so far:
11: if ~u > ~u� then
12: ~u�  ~u
13: rr�  rr
14: end if
15: if ~u � ~u� � � and
16: all constraints in (4b)-(4d) are met and
17: sk’s resolution is not the maximum then
18: Elevate rr by promoting task sk’s resolution
19: else
20: converged True
21: Recover the resolution of sk according to rr�

22: end if
23: end if
24: end while

The rendering tasks served by an edge server change
dynamically, so the computing load will also change
accordingly. Thus, when a new task starts or an old task fin-
ishes, we restart the resolution adjustment algorithm so that
the resolution arrangement can adapt to changes.

In the resolution adjustment algorithm, in each iteration,
we compute the utility ~ui for every task according to (3),
and calculate the least utility (i.e., mini¼1;...;n~ui). The con-
straints (4b)-(4d) are also evaluated. Thus, the time com-
plexity at each iteration is OðnÞ.

6.2 Frame Rate Fair Scheduling Algorithm

In this section, we propose a scheduling algorithm to opti-
mize QoS.

6.2.1 Scheduling Algorithm

Given a set of n tasks fs1; s2 . . . sng, we may schedule them
in a round robin way, and then each task would get similar
rendering frequencies and frame rates. However, this is
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unable to achieve the best fairness when tasks have distinc-
tive requirements for frame rate/interval, and may also vio-
late the frame interval constraint for some tasks with high
requirements. Instead, we optimize scheduling frequency
for each task to achieve weighted max-min fairness [33],
[34] in terms of frame rate. We call this weighted max-min
frame rate problem. A frame rate allocation is max-min fair if
one cannot increase the frame rate of a task without decreas-
ing that of another task which already has a lower frame
rate.

Our goal is to achieve the fairness of the long-term frame
rate, but the scheduling frequency of a task is only planned
for the next period, which decides short-term frame rate.
The relationship between the short-term scheduling fre-
quency and the long-term frame rate is derived as follows.
For task si, let fi denote the expected scheduling frequency
in the coming period, whose duration will be decided later.
Suppose the average frame rate achieved so far, which is
the long-term frame rate, is �fi, then after the next period the
achieved long-term frame rate, denoted by xi, becomes

xi ¼ ð1� bÞfi þ b�fi; (18)

where b is a constant parameter. Then, the long-term frame
rate ratio is xi=f

i
min. The weighted max-min frame rate problem

is to find the weighted max-min fair vector xx on a feasible set,
which will be analyzed later. According to [33], [34],
weighted max-min fairness is defined as follows. Given
some positive weights fi

min, a vector xx is weighted max-min
fair on a feasible set, if and only if increasing one component
xs must be at the expense of decreasing some other compo-
nent xt such that xt=f

t
min � xs=f

s
min.

With the weighted max-min fair xx, we can get short-term
frame rate vector ff from (18). Next, we determine the dura-
tion of the next period. In order to make sure that every task
with nonzero fi is scheduled at least once, we set the period
duration to 1=minijfi > 0fi. As a result, the number of sched-
uling times for task si in the next period, denoted by Qi, is

Qi ¼ fi
minijfi > 0fi

: (19)

Once the number of scheduling times for each task is
known, we may schedule tasks in a round robin way
according to these quanta. However, it may perform poorly
because it may lead to large fluctuations of frame interval.
In order to smooth out the changes in frame intervals, we
have to optimize the order of tasks to schedule, which is
called scheduling sequence. We formulate it to be a vector,
whose jth element is task sk if sk will be processed in jth
step. For example, given three tasks s1, s2 and s3, suppose
under a plan the three tasks have 1, 2 and 3 commands to
execute respectively, then vector ðs1; s2; s3; s2; s3; s3Þ and
vector ðs1; s3; s2; s3; s2; s3Þ are two types of scheduling
sequence. Suppose a command’s processing time is the
same for every task, then for the task s3, in the former case
there are two frame interval samples: 1 and 0; in compari-
son, in the latter case there are two frame interval samples:
1 and 1. The latter is better than the former in terms of frame
interval’s variation. We define the scheduling sequence prob-
lem: given a set of commands executed in a period, to optimize the

scheduling sequence of these commands such that the penalty of
frame interval’s variation is minimized.

The weighted max-min frame rate problem and the
scheduling sequence problem are two core issues in sched-
uling. With each of them solved, our scheduling algorithm
is easy to design. As shown in Algorithm 2, our scheduling
algorithm proceeds when the processor is available and at
least one task has commands in the queue. It proceeds in a
periodical way. At the beginning of a new period, the algo-
rithm proceeds in four steps:

1) solve the weighted max-min frame rate problem and
obtains a scheduling frequency vector ff (line 6);

2) get the amount of planned command execution
(denoted bymi for task si) from ff (lines 7-10);

3) solve the scheduling sequence problem and obtains a
scheduling sequence vector SS with mm (a vector
whose ith element ismi) as input (line 11);

4) reset the iterator next of SS to zero.
In the second step above, we get mi by accumulating Qi

in a deficit value Di and rounding down Di, instead of
directly rounding downQi. The reason is that with the latter
for some tasks the actual achieved frame rate would be
always lower than the planned value f , resulting in poor
performance. We will demonstrate this in the section of per-
formance evaluation.

During a period, our algorithm traverses the vector SS to
find the next task which has commands and whose deficit
value is not less than one (lines 14-17). Then, it schedules
the chosen task sidx and reduces the associated deficit value
by one (lines 18-19). Once a traversal over the vector SS fin-
ishes, a new period starts (line 5).

Algorithm 2. Frame Rate Fair Scheduling Algorithm

1: Initialize Di  0; 8i
2: Initialize next 1
3: Initializem 0
4: while the processor is available and at least one task has a

command do
5: if next > m then " start a new period
6: ff  GetSchedulingFreqð�ff; fminfmin; ��; tt;bÞ
7: Qi  fi=minijfi > 0fi; 8i
8: Di  Di þQi; 8i
9: mi  bDic; 8i
10: m P

i mi

11: SS  GETSCHEDULINGORDER(mm; tt; tt0)
12: next 0
13: end if
14: repeat
15: next nextþ 1
16: sidx  SS½next�
17: until task sidx has commands andDidx � 1
18: Schedule task sidx
19: Didx  Didx � 1
20: end while

6.2.2 Weighted Max-Min Frame Rate Problem &

Algorithm

In this section, we discuss how to formulate and solve the
weighted max-min frame rate problem. We first formulate
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the feasible set of xx. The short-term frame rate fi is nonnega-
tive and must not be greater than the arrival rate of com-
mands, denoted by �i, that is 0 � fi � �i. With (18), we have

b�fi � xi � ð1� bÞ�i þ b�fi; 8i ¼ 1 . . .n: (20)

The arrival rate of commands can be estimated via statistical
analysis. The time consumed by running all commands isP

i tifi, where ti is the average processing time per com-
mand for task si. Let the period be one second, then we have

X
i¼1...n

tifi � 1: (21)

With (18), we have

X
i¼1...n

tixi � 1� bþ b
X
i¼1...n

ti �fi: (22)

Thus, the feasible set of xx is

�
xx
��� X
i¼1...n

tixi � 1� bþ b
X
i¼1...n

ti �fi;

b�fi � xi � ð1� bÞ�i þ b�fi; 8i ¼ 1 . . .n

	
: (23)

It is convex and compact. Our objective is to achieve the
weighted max-min fair allocation xx on the set (23), where
xi’s weight is fi

min. According to the theory on max-min fair-
ness, it exists and can be found by the water filling algo-
rithm [33], [34].

Algorithm 3. Optimizing Scheduling Frequency

1: procedure GETSCHEDULINGFREQ (�f�f; fminfmin; ��; tt;b)
2: Get parameters C;Li; Ui;Wi

3: yi  Li; 8i ¼ 1 . . .n
4: C0  C �Pn

i¼1 yi
5: I f1; 2; . . . ; ng
6: while C0 > 0 and I 6¼ ; do
7: Get the tasks I0 with the smallest yi=Wi from I
8: V1  the smallest yi=Wi among I
9: V  V1 þ C0P

i2I0 Wi

10: if I0 6¼ I then
11: V2  the second smallest yi=Wi among I
12: V  minfV; V2g
13: end if
14: yi  minfVWi; Uig; 8i 2 I0

15: C0  C �Pn
i¼1 yi

16: I fijyi < Uig
17: end while
18: xi  yi=ti; 8i ¼ 1 . . .n
19: fi  ðxi � b�fiÞ=ð1� bÞ; 8i ¼ 1 . . .n
20: Return scheduling frequency vector ff
21: end procedure

In order to present the algorithm more clearly, we trans-
form the above problem into a concise form. Let yi ¼ tixi,
then the problem is equivalent to find the weighted max-
min fair allocation yy in the feasible set

yy
��� X
i¼1...n

yi � C; Li � yi � Ui; 8i ¼ 1 . . .n

( )
; (24)

where capacity C ¼ 1� bþ b
P

i¼1...n ti �fi, lower bound Li ¼
bti �fi, and upper bound Ui ¼ ð1� bÞti�i þ bti �fi. The weight
of yi isWi ¼ tif

i
min.

We illustrate the water filling algorithm in Algorithm 3.
Its inputs include �f�f , fminfmin, �� and tt, each of which is a vector
composed of �fi, f

i
min, �i and ti respectively. The algorithm

first gets the parameters as shown above (line 2). The algo-
rithm starts the rate (i.e., yi) of each task with the associated
lower bound, and then iteratively increases each rate until
either it reaches the associated upper bound or total capac-
ity runs out (lines 3-17). Let C0 denote the remaining capac-
ity, which is initialized to C �Pn

i¼1 Li, and I denote the set
of tasks whose rate can be increased further, which is initial-
ized to f1; 2; . . . ; ng. In each iteration, the algorithm first
finds the subset of tasks with the smallest weighted rate
(i.e., yi=Wi) among I, which is denoted by I0 	 I (line 7). Sec-
ond, it increases the rates of the tasks in I0 in a fair way,
which maintains the tasks’ weighted rates the same until a
certain level (lines 8-14). Third, it updates the remaining
capacity C0 and removes the tasks that reach their upper
bounds from I (lines 15-16).

Next, we discuss how to increase the rates of the tasks in
I0 (lines 8-14) in detail. The algorithm keeps increasing until
one of the following events takes place: 1) the remaining
capacity runs out; 2) the weighted rate reaches the second
smallest value among I, since at that time the subset I0

changes. In the former case, the weighted rate can reach

V1 þ C0P
i2I0Wi

; (25)

where V1 denotes the smallest weighted rate among I. In the
latter case, the weighted rate can reach the second smallest
weighted rate among I, denoted by V2. It is noticed that V2

does not exist when I0 ¼ I. Overall, the target weighted rate
(denoted by V ) to reach is the minimum one between them
(lines 8-13). Then, as shown in line 14, the rate of each task
in I0 should become

yi ¼ minfVWi; Uig; 8i 2 I0: (26)

After obtaining yi by the water-filling algorithm, we get xi ¼
yi=ti and fi according to (18).

6.2.3 Scheduling Sequence Problem & Algorithm

In this section, we introduce how to formulate and address
the scheduling sequence problem. Given m commands exe-
cuted in a period, among which mi commands are for task
si, the duration of a period is T ¼P

i miti, where ti is the
average processing time per command for task si. The
ordering problem is to arrange m commands within the
period ½0; T � such that the penalty of frame interval’s varia-
tion is minimized. The objective is

minimize max
i¼1;...;n

vi; (27)

where vi is the relative standard deviation of frame interval
for task si as defined in (17).

It is noticed that in the formulation introduced in Sec-
tion 5, frame interval is measured at the user side. However,
in the scheduling sequence problem, we plan command
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execution rather than implement it, thus we cannot obtain
frame interval in advance. Instead, we use the time interval
between the planned starts of two commands to approxi-
mate it.

The problem is a combinatorial optimization. We pro-
pose a heuristic algorithm to solve it. The idea is to distrib-
ute mi commands within a period as evenly as possible so
as to smooth out the changes in frame interval. Specifically,
for task si, we try to arrange starting time for mi commands
such that the gap between two consecutive starts is close to

gi ¼ T

mi
: (28)

Let oij denote the jth command of task si and tij denote its
starting time. Then, we use tij � ti;j�1 to approximate frame
interval hij. For command oij, with its starting time tij
arranged, its finishing time can be approximated as tij þ ti.
As a result, ½tij; tij þ ti� becomes a busy interval and has to
be removed from the period ½0; T �. It is noted that the inter-
vals mentioned in this section are left-closed and right-
open. As commands are placed, the period becomes an
ordered set of idle intervals separated by busy intervals
having been arranged. Let E ¼ f½esk; efk �; k ¼ 1; 2 . . .g denote

it, where esk and efk are the starting time and the finishing

time of the kth idle interval respectively.
Given an idle interval set E, we determine starting time

tij for a command oij. First, we ensure that since the last
command oi;j�1 was launched at least gi time has passed,
that is

tij � ti;j�1 þ gi: (29)

Next, we try to place the command in idle intervals rather
than busy ones, so as to mitigate the changes on those com-
mands having been arranged. There are two situations
where the command oij can be inserted into an idle interval
½esk; efk �: 1) when ti;j�1 þ gi is within the idle interval, we can
arrange the command here and set tij to ti;j�1 þ gi; 2) when
the idle interval starts later than ti;j�1 þ gi, we can also
arrange the command and set tij to esk. Thus, we have

tij ¼ ti;j�1 þ gi; esk � ti;j�1 þ gi < efk;

esk; esk > ti;j�1 þ gi:

(
(30)

There may be several idle intervals available for placing a
command. The number of choices is OðmÞ. An interesting
question is which one should we choose. Different choices
may lead to different objective values (27). Usually, the ear-
liest one leads to the highest objective value, because it
results in the smallest variation in frame interval for the cur-
rent task. Thus, we directly take the earliest one. Alterna-
tively, we may try each choice and choose the one leading
to the highest objective value. However, it is time-consum-
ing. We compare these two options via simulations and find
their performance are very close.

A new command arrangement may influence existing
ones. Suppose a command oij is inserted into an idle inter-
val ½esk; efk �, and its busy interval is ½tij; tij þ ti�. If the busy
interval is beyond the idle one, that is tij þ ti > efk , then the
new busy interval must overlap with other existing ones,

and we have to adjust some existing arrangements to avoid
such overlapping. Specifically, as illustrated in Fig. 5a, we
shift the intervals (both busy and idle) starting later than efk
by

D ¼ maxftij þ ti � efk; 0g: (31)

Thus, we have

ti0j0 þ¼ D; if ti0j0 � efk; 8i08j0: (32)

Similarly, we shift idle intervals ½esk0 ; efk0 � as follows:

½esk0 ; efk0 � ¼ ½esk0 þ D; ef
k0 þ D�; if esk0 > efk; 8k0: (33)

Once a command is arranged, the idle interval set E has
to be updated accordingly. Except the above shifting, the
idle interval ½esk; efk � becomes as follows:

½esk; efk � ¼
½esk; tij� and ½tij þ ti; e

f
k �; tij þ ti � efk;

½esk; tij�; o.w.

(
(34)

That is, as illustrated in Fig. 5b, if the new busy interval
½tij; tij þ ti� is totally within the idle interval, that is tij þ
ti � efk , then the idle interval is divided into two segments
½esk; tij� and ½tij þ ti; e

f
k �; otherwise, as illustrated in Fig. 5a,

the original idle interval is truncated and becomes ½esk; tij�.

Algorithm 4. Optimizing Scheduling Sequence

1: procedure GETSCHEDULINGORDER (mm; tt; tt0)
2: T  P

i miti
3: E f½0; T �g
4: gi  T=mi; 8i
5: Sort fsig in the decreasing order ofmi

6: for si in the sorted order do
7: for j 1; mi do
8: Get the first available idle interval, say ½esk; efk �
9: Compute tij via (30)
10: Update tt via (32)
11: Update E via (33) and (34)
12: end for
13: end for
14: Get & return scheduling sequence SS according to tt

15: end procedure

Fig. 5. A set of busy intervals are shown in blue, and a set of idle inter-
vals are shown in yellow. A command oij, whose busy interval is
½tij; tij þ ti� (in magenta), is inserted into an idle interval ½esk; efk �. (a) if the
busy interval is beyond the idle one, we need to shift the intervals (both
busy and idle) starting later than efk by D, and the idle interval is trun-
cated. (b) otherwise, shifting is unnecessary, but the idle interval is
divided into two.

XIE ETAL.: QOS-AWARE SCHEDULING OF REMOTE RENDERING FOR INTERACTIVE MULTIMEDIA APPLICATIONS IN EDGE... 3825

Authorized licensed use limited to: SHENZHEN UNIVERSITY. Downloaded on August 09,2022 at 09:18:04 UTC from IEEE Xplore.  Restrictions apply. 



We present the scheduling sequence algorithm in Algo-
rithm 4. Its inputs include mm, tt and t0t0, each of which is a
vector composed of mi, ti and ti0 respectively. ti0 is the
starting time (relative to current time) of the latest executed
command (the one before the first planned command) for
task si. It is noted that ti0 is a negative value. With these
inputs, we initialize variables (lines 2-4).

Our algorithm deals with n tasks in the decreasing order
of command amount. Our rationale is that the more com-
mands a task has, the lower its target average frame interval
gi is, and the more volatile the frame interval is. For each
task si, we determine starting time for mi commands in
turn. For each command oij, we take the earliest idle interval
available for placing the command from E, say ½esk; efk � (line
8). Then, we compute tij via (30) and update the starting
time of the commands previously arranged (lines 9-10). Let
tt denote starting time matrix composed of tij. We update tt

via (32). Fourth, we update the idle interval set E by shifting
according to (33) and removing the new busy interval
according to (34) (line 11). Finally, after all commands are
arranged, we get the scheduling sequence SS according to
the latest tt and return it (line 14).

Note that if ti are the same for all tasks, then the above
algorithm will become simpler. We can consider the whole
period as m equal-length time slots, whose length is the
average processing time per command, and each command
will be allocated to a slot. As such, the complicated situa-
tions as shown in Fig. 5 will not appear, thus line 10 in Algo-
rithm 4 is unnecessary and line 11 becomes simpler. Now,
the idle interval set Emaintains the set of idle slots, which is
initialized to include all time slots. Once a slot is selected for
a command, it is simply removed from E.

7 SIMULATION SETUP

To make our simulation more practical, we produce simula-
tion environments using trace data. In following, we present
how to collect trace data and how to produce simulation
environments.

7.1 Trace Data Collection

We use a game engine called Unity [35] to render an ani-
mated 3D scene [36] in different resolutions and trace the
processing time. We run it using Nvidia GeForce GTX 1060.
The reason why we do not use a higher-performance GPU is
that Unity cannot provide sufficient precision to trace very
short processing time. Instead, we use a medium perfor-
mance GPU to collect data and then reduce the processing
time by a factor to simulate rendering via high-performance
GPU. The factor we used is 0.3.

Ideally, we should render each frame in multiple resolu-
tions and time each rendering operation. However, imple-
menting in this way, we find it is hard to obtain the accurate
time for each rendering operation because Unity has a lot of
built-in caching and threading mechanisms. Instead, we
find empirically that the time required to render a frame is
approximately linearly related to the resolution, so we first
render the scene in a selected resolution, namely the base-
line resolution, and then scale its rendering time to obtain
the rendering time of other resolutions. In the following
simulation, the resolution candidate set is f1920�

1080; 2560� 1440; 3072� 1728; 3840� 2160g, among which
2560� 1440 is chosen as the baseline resolution. The scaling
factors for each of the four resolutions are set to 0.73, 1.0,
1.37, and 2.18 respectively. The scaling factors have been
obtained empirically, by first rendering the scene in differ-
ent resolutions independently, namely raw data, and then
dividing their median rendering time by that of the baseline
resolution. We illustrate the empirical cumulative distribu-
tion function (CDF) of the processing time in Fig. 6. The gen-
erated data has similar statistical features to the raw data.

7.2 Simulation Environment

A simulation environment consists of n tasks, each having a
set of QoS requirements and a sequence of rendering
commands.

7.2.1 QoS Requirements

As mentioned in Section 4.1, trade-offs should be consid-
ered in defining QoS requirements. Here, we present a sim-
ple approach. First, we formulate the resolution-latency
trade-off as below:

dmax � tpðrminÞ þ txðrminÞ; (35)

where tpðrÞ and txðrÞ denote the average processing time
and transmission time for resolution r respectively. Other-
wise, the latency limit dmax cannot be met. We formulate
txðrÞ ¼ r b c

B , where b is bits per pixel, c is compression ratio,
and B is bandwidth. Second, we formulate the frame rate-
latency trade-off as below:

fmin � 1

tpðrminÞ þ txðrminÞ : (36)

In this conservative estimation, we ignore the parallelism of
processing and transmitting for simplicity.

We generate QoS requirements as follows. First, we ran-
domly select a bandwidth value B, fmin, rmin from a corre-
sponding candidate set following a uniform distribution.
These candidate sets are listed in Table 1. Second, rather
than setting dmax (in ms) to a single value, we set

dmax ¼ minf80; round tpðrminÞ þ txðrminÞ
10

� �

 10þ 30g: (37)

The higher dmax is, the larger the opportunity for promoting
resolution. In Fig. 7, we show the statistics of latency limit
in our simulation. There are 1349 samples in total, the
median is 40 ms and the mean is 46.3 ms. Third, we filter

Fig. 6. The empirical CDF of the processing time samples rendered in
various resolutions. The generated data is shown in solid line, while the
raw data is shown in dash line. For every resolution except the baseline
(2560�1440) the generated data has similar statistical features with the
raw data.
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the QoS requirements meeting the above conditions (35)
and (36). Parameters b and c are set as listed in Table 1.
Finally, we set hmax to 1=fmin seconds.

7.2.2 Task Assignment

Next, we simulate the task assignment and produce a set of
tasks assigned on a server, which is called a task group. We
define the computing load of a task as the portion of time
spent on processing per second. For a task, given fmin and
rmin, let L denote the computing load, and then we have

L ¼ fmin 
 tpðrminÞ; (38)

The load is actually the minimum computing power
required for preset QoS. Suppose n tasks are assigned on a
server, each having bandwidth Bi, QoS requirements
ðfimin; h

i
max; r

i
min; d

i
maxÞ and load Li, then we have two con-

straints for bandwidth and load

Xn
i¼1

Bi � Bmax; and
Xn
i¼1

Li � Lmax; (39)

where Bmax and Lmax are bandwidth limit (100 Mbps in the
simulation) and load limit (1 in the simulation) respectively.
Other resources can be formulated in the same manner. For
simplicity, we assume a homogeneous setting, and thus
other resource constraints can be transformed to the limita-
tion on the number of tasks. We limit the number of tasks
between 2 and 4 since it is trivial to schedule a single task
and the total load of 5 tasks is far beyond the load limit.

We generate task groups as follows. First, we generate
possible QoS requirements (together with bandwidth) as
introduced above. Second, we generate the combinations of
those QoS requirements and filter those satisfying (39).
Here, each combination corresponds to a task group. Third,
from these task groups, we choose some to simulate based
on their total loads. Specifically, given a set of loads, i.e.,
f30%; . . . ; 100%g, for each level, we randomly select the task
groups whose loads are close to it (allowing for �1:5% fluc-
tuation). Here 30% is the lowest possible load.

7.2.3 Producing Commands

For a task, we produce a sequence of commands whose
arrival rate is higher than its required frame rate. Given the
required frame rate fmin, the arrival intervals are uniformly
distributed between 0:8

3fmin
seconds and 1:2

3fmin
seconds. We sim-

ulate the arrival of commands lasting 120 seconds. The
processing time of each command is sequentially read from
a stream of trace data, which is the concatenation of multi-
ple randomly picked segments (5000 samples per segment)
of the original trace data, as generated by the method men-
tioned in Section 7.1. This random composition of trace data
segments allows for more variations to be tested.

In addition, we simulate dynamic bandwidth. We collect
three sets of bandwidth trace data using Continuous Speed
Test Tool [37], each for one of the bandwidth candidates
(10, 20, and 30 Mbps). For each set of data, we first divide it
into 50 segments, each consisting of bandwidth samples
lasting 120 seconds, and then shift every segment of data
such that its mean value equals the designated bandwidth
(10, 20, and 30 Mbps). The instant bandwidth for each frame
to transmit is sequentially read from a randomly picked
segment.

Besides, we simplify video encoding to a short process.
The encoding time per frame is randomly chosen according
to a uniform distribution between 2 and 6 ms. The GOP
length is 64 frames. The compression ratio is 1:x, where x is
an integer value uniformly distributed in [400, 600] for
intra-coded frames and in [800, 1200] for inter-coded frames
respectively. The other parameters for the simulation envi-
ronment are set as listed in Table 1.

8 PERFORMANCE EVALUATION

We do simulations to evaluate our method: the Frame Rate
Fair scheduling with Resolution Adjustment algorithm
(FRF-RA for short). Related parameters are set as listed in
Table 2, if not stated otherwise.

We compare our method with the following classical
scheduling methods:

1) Round Robin scheduling (RR): it traverses tasks in a
cyclic way;

2) First Come First Serve scheduling (FCFS): it prefers
to first run the earliest command.

3) Shortest Remaining Time First scheduling (SRTF): it
schedules the most urgent task first. For a task, we
evaluate its urgency using a deadline, which is the
maximum tolerable frame interval after the last
schedule.

We also simulate with the shortest job scheduling, which
prefers to first run the task whose command requires the
least execution time (estimated processing time plus

TABLE 1
Parameter Setting for the Simulation Environment

Environment Parameter Value

Simulation duration (s) 120
Bits per pixel b 32
Encoding time (ms) Uniff2; 6g
GOP length (frames) 64
c for intra-coded frames 1 : Uniff400; 600g
c for inter-coded frames 1 : Uniff800; 1200g
The candidate set of fimin f18; 24; 30; 40; 50; 60g (FPS)
The candidate set of rimin f1920� 1080; 2560� 1440;

3072� 1728; 3840� 2160g
Tolerable latency dimax (ms) minf80; roundðtpðrminÞþtxðrminÞ

10 Þ 

10þ 30g

The candidate set of mean
bandwidth (Mbps)

f10; 20; 30g

The candidate set of n f2; 3; 4g
Uniffa; bg denotes discrete uniform distribution between a and b.

Fig. 7. The histogram of latency limit.
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transmission time). But we find it performs poorly and thus
omit it in the results.

In the following evaluation, each value is averaged over
50 different simulation cases. Each case is with a task assign-
ment, a segment of trace data on processing time, and a seg-
ment of trace data on bandwidth, all of which are
independently and randomly chosen. For utility and pen-
alty, we illustrate their mean values and use error bars to
represent the 95% confidence interval.

8.1 Frame Rate Fair Scheduling Algorithm

We first evaluate the frame rate fair scheduling without the
resolution adjustment algorithm.

8.1.1 Improvement of Utility

As introduced in Section 5, the objective value of our prob-
lem is the minimum utility with penalty included, that is
mini¼1...n~ui. We show this utility under various computing
loads in Fig. 8. It is observed that FRF achieves the highest
utility under almost all levels of load. The performance of
SRTF is slightly lower than that of FRF. Both RR and FCFS
perform poorly, especially under a high load. In Fig. 9, we
show the minimum utility without penalty included, that is
mini¼1...nui. It is seen that FRF achieves the highest value
under all levels of load. In addition, in Fig. 10, we show the
penalty of frame interval’s variation, that is maxi¼1...nvi. Our
method performs almost similarly to SRTF, and both of
them perform better than FCFS but worse than RR.

8.1.2 Improvement of QoS Satisfaction

As introduced in Section 5, for a problem instance, if all the
constraints (4b)-(4d) in the formulation (4) are satisfied, we
say QoS satisfaction; otherwise, we say QoS violation. In
this section, we evaluate the percentage of QoS-satisfaction
(QoS-SAT for short) cases among 50 simulation cases.

It is noted that every method can meet the resolution con-
straint (4b), but may violate others. We show the percentage

of QoS-SAT cases in Fig. 11. Our method achieves the high-
est value; in contrast, all other methods experience severe
violation. FRF scheduling satisfies the QoS requirements in
all cases even under a high load of 90%. Furthermore, from
the simulation results, we find that all the methods can
meet the latency constraint (4d) when setting the latency
limit as in (37). In this situation, all the QoS-violation cases
violate the frame interval constraint (4c).

8.2 Resolution Adjustment Algorithm

Our resolution adjustment algorithm can be combined with
any scheduling algorithm. In this section, we evaluate the
impact of the RA algorithm on all methods.

8.2.1 Improvement of Utility

We join the RA algorithm with each of the methods and
evaluate the impact on the utility. As shown in Fig. 12, our
method FRF-RA performs the best under all loads. We illus-
trate the utility gain compared to the original method in
Fig. 13. It is observed that under a load below 50% the utility
considerately increases for almost every method. Roughly
speaking, the lower the load, the higher the gain because of
more free computing power.

8.2.2 Impact on QoS Satisfaction

Next, we evaluate the impact of the RA algorithmonQoS sat-
isfaction. We illustrate the percentage of QoS-SAT cases for

TABLE 2
Parameter Setting for the Algorithms

Context Parameter Value

Formulation h ur; uh; ud i h63/128, 63/128, 1/64i
Formulation Penalty weight f 0.25

RA algo Resolution maintaining time the time to render 1024 frames

RA algo �: a threshold 0.1

FRF algo b: the weight of �fi 0.5

Fig. 8. The minimum utility with penalty included under various comput-
ing loads. (a) low load; (b) high load.

Fig. 9. The minimum utility without penalty included under various com-
puting loads. (a) low load; (b) high load.

Fig. 10. The penalty of frame interval’s variation under various comput-
ing loads.

Fig. 11. The percentage of QoS-SAT cases under various computing
loads.
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eachmethodwith andwithout the RA algorithm in Fig. 14. It
is observed that the RA algorithm degrades the performance
of QoS satisfaction slightly under the high loads. This degra-
dation is the cost of the improvement in utility under the low
loads as shown in Fig. 13. It is mainly due to the trial on reso-
lution arrangements in the RA algorithm.

8.3 Ablation Study

In this section, we evaluate the effectiveness of different
design choices of our proposed algorithm.

8.3.1 Effectiveness of Optimizing Scheduling

Sequence

Recall that FRF consists of two critical issues: the weighted
max-min frame rate problem and the scheduling sequence
problem. In this section, we demonstrate that optimizing the
scheduling sequence is effective. We compare our methods
(FRF and FRF-RA) with the versions without optimizing the
scheduling sequence (FRF-wo-Order and FRF-RA-wo-
Order). In the comparison methods, instead of calling Algo-
rithm 4, we generate a scheduling sequence naively in a
round-robinway.

Fig. 15a illustrates the percentage of QoS-SAT cases, our
methods improve the percentage by up to 50 points over their
counterparts under the load of 90%. Fig. 15b illustrates the
penalty of frame interval’s variation for these methods. It is
obvious that both our methods achieve lower penalties than
their counterparts. This implies that our optimization of the
scheduling sequence is effective in smoothing frame inter-
vals. Fig. 15c illustrates the utility with penalty included, and
ourmethods achieve higher utility than their counterparts.

8.3.2 Effectiveness of Utility Function u(x)

As mentioned in Section 5.2, the traditional utility function
log ðxÞ cannot introduce sufficient penalty for performance
violation to guarantee QoS. Here, we compare log ðxÞ and

the function uðxÞ defined in (6). In order to demonstrate
their difference, we set the latency limit lower as below:

dmax ¼ minf80; round tpðrminÞ þ txðrminÞ
10

� �

 10þ 20g: (40)

Fig. 16a shows the performance of various methods with
either uðxÞ or log ðxÞ. It is observed that uðxÞ can improve
QoS satisfaction. In particular, when FRF-RA is used under
the load of 30%, taking uðxÞ satisfies the QoS requirements
in all cases; in contrast, taking log ðxÞ only satisfies the QoS
requirements in 86% cases.

In addition, it is noticed that in the resolution adjustment
algorithm a convergence condition plays an important role
in satisfying the QoS requirements, that is the evaluation of
QoS constraints (line 16 in Algorithm 1). Thus, we remove
this convergence condition and compare the performance of
uðxÞ and log ðxÞ again. In this situation, we set the latency
limit as in (37). Fig. 16b illustrates the results. It is observed
that log ðxÞ is extremely worse than uðxÞ in meeting the QoS
requirements. These simulation results are consistent with
our motivation for designing the utility function.

Fig. 12. The minimum utility with penalty included under various comput-
ing loads when joining the RA algorithm with each of the methods. (a)
low load; (b) high load.

Fig. 13. The utility gain brought by joining the RA algorithm with each of
the methods.

Fig. 14. The percentage of QoS-SAT cases with and without the resolu-
tion adjustment algorithm.

Fig. 15. The comparison of our methods with the versions without opti-
mizing scheduling sequence. (a) the percentage of QoS-SAT cases;
(b) penalty; (c) utility.
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8.3.3 Effectiveness of Accumulating Qi in FRF

As mentioned in Section 6.2.1, in Algorithm 2, we get mi by
accumulating Qi in Di and rounding down Di, rather than
directly rounding down Qi. Here, we compare these two
operations. The results are illustrated in Fig. 17. The com-
parison methods (FRF-wo-Acc and FRF-RA-wo-Acc) per-
form worse than their counterparts under the high loads
above 70%, both in terms of QoS-SAT and utility.

8.4 Evaluation of ud
In this section, we evaluate the impact of the weight ud on
performance. We vary ud between three values: 0, 1/64 and
1/8, and let ur ¼ uh ¼ ð1� udÞ=2. As shown in Fig. 18a, as ud
increases from 0 to 1/8, the utility gain brought by the RA
algorithm decreases. The reason is that promoting resolu-
tion increases latency and is restrained by raising the weight
on latency. We also illustrate the percentage of QoS-SAT

cases in Fig. 18b. It is observed that as ud increases, the per-
centage value increases slightly.

8.5 Evaluation of ur
In this section, we evaluate the impact of the weight ur on
performance. We vary ur between three different values:
2=3ð1� udÞ, 1=2ð1� udÞ and 1=3ð1� udÞ, and let ud ¼ 1=64
and uh ¼ 1� ud � ur. As shown in Fig. 19a, as ur increases,
the utility gain brought by the RA algorithm increases. The
reason is that when the resolution has a higher weight on
the total utility, the benefit brought by elevating resolution
is larger than the loss caused by increased latency. We also
illustrate the percentage of QoS-SAT cases in Fig. 19b. It is
observed that the percentage values in all three situations
are almost close.

8.6 Evaluation of �

Recall that in the RA algorithm one of the convergence con-
ditions is that the drop of the utility relative to the best value

Fig. 16. The performance comparison of the utility function uðxÞ defined
in (6) and log ðxÞ. (a) setting the latency limit as in (40); (b) setting the
latency limit as in (37), and removing the convergence condition of the
evaluation on QoS constraints from the RA (line 16 in Algorithm 1).

Fig. 17. The comparison of our methods with the versions without accu-
mulating Qi. (a) the percentage of QoS-SATcases; (b) utility.

Fig. 18. The performance when varying ud. (a) the utility gain of the RA
algorithm; (b) the percentage of QoS-SATcases.

Fig. 19. The performance when varying ur. (a) the utility gain of the RA
algorithm; (b) the percentage of QoS-SATcases.
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found in history exceeds a threshold (i.e., �). We evaluate
the impact of the threshold on performance by varying its
value. In Fig. 20, we illustrate the results under four levels
of load from 30% to 60%, since under a higher load there is
no extra computing power to improve resolution. It is
observed that when � is zero, the utility under a load of 30%
is very low, although there is abundant computing power
in that situation. As � increases, utility increases. But further
increasing � may decrease utility due to trying out bad
arrangements. Thus, in our simulation, we set � to 0.1.

9 CONCLUSION

In this paper, we investigate the QoS-aware rendering task
scheduling problem in edge computing, that is to make
real-time decisions on which task to execute in which reso-
lution such that user requirements are met and user perfor-
mance is maximized simultaneously. We formulate the
problem into a QoS constrained max-min utility problem.
We propose an efficient scheduling algorithm to solve the
problem, which consists of a resolution adjustment algo-
rithm and a frame rate fair scheduling algorithm. Our simu-
lations based on actual rendering data demonstrate that our
method can improve utility and QoS satisfaction compared
with competing QoS-oblivious methods.
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